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About the Workshops
7 sessions in total
Tue 12:00-13:00 AH211

Tue 12:00-13:00 AH108 *

Tue 13:00-14:00 AH210

Tue 16:15-17:15 AH109

Tue 17:15-18:15 AH236 *

Tue 18:15-19:15 AH236 *

Fri 14:15-15:15 AH211
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About the Workshops
Homepage
https://trevorcohn.github.io/comp90051-2017/workshops

Solutions have been released.

https://trevorcohn.github.io/comp90051-2017/workshops
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Outline
Review the lecture, background knowledge, etc.
Model evaluation, selection, optimization

Regularizor as a prior

Jupyter Usage

Notebook tasks
Task 1: Linear regression

Task 2: Polynominal regression
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Model Evaluation

Model

Evaluation 
Metric

�𝒚𝒚𝑿𝑿

𝒚𝒚
Score
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What could the output be?
Regression
A value

A distribution

Classification
A label

A value (binary) / values (multi-class)

A distribution



COMP90051 Machine Learning (S2 2017) L1

Types of models

8

�𝑦𝑦 = 𝑓𝑓 𝑥𝑥

KT mark was 95, ML 
mark is predicted to be 

95

𝑃𝑃 𝑦𝑦 𝑥𝑥

KT mark was 95, ML 
mark is likely to be in 

(92, 97)

𝑃𝑃(𝑥𝑥,𝑦𝑦)

probability of having 
(𝐾𝐾𝐾𝐾 = 𝑥𝑥,𝑀𝑀𝑀𝑀 = 𝑦𝑦)

𝑥𝑥
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http://scikit-learn.org/0.17/auto_examples/gaussian_process/plot_gp_regression.html

http://scikit-learn.org/0.17/auto_examples/gaussian_process/plot_gp_regression.html
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https://www.tensorflow.org/tutorials/image_recognition

https://www.tensorflow.org/tutorials/image_recognition
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http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html

http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html
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Model Evaluation

Regression
RMSE, MAE, etc.

Classification
Accuracy, precision, recall, f-score, etc.

Log-loss (a.k.a. cross entropy), likelihood, etc.

Model

Evaluation 
Metric

�𝒚𝒚𝑿𝑿

𝒚𝒚
Score
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Model Selection

Model 1

Selection 
Criteria

�𝒚𝒚𝑿𝑿

𝒚𝒚
Score 1

Model 2

Selection 
Criteria

�𝒚𝒚𝑿𝑿

𝒚𝒚
Score 2



COPYRIGHT 2017, THE UNIVERSITY OF MELBOURNE

Model Optimization

The evaluation metric & the objective function may differ
Could be entirely different

Or additional terms in the objective function, e.g. L1/L2

Model

Objective 
Function

�𝒚𝒚𝑿𝑿

𝒚𝒚
Score

optimize parameters

parameters
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More on the objective function
Maximize the likelihood (or log likelihood)

max
𝒘𝒘

𝑝𝑝(𝒚𝒚|𝑿𝑿,𝒘𝒘)  max
𝒘𝒘

∏𝑝𝑝(𝑦𝑦𝑖𝑖|𝒙𝒙𝑖𝑖 ,𝒘𝒘)  max
𝒘𝒘

∑ log𝑝𝑝(𝑦𝑦𝑖𝑖|𝒙𝒙𝑖𝑖 ,𝒘𝒘)

Maximize the posterior (a.k.a. max a posteriori, MAP)

max
𝒘𝒘

𝑝𝑝(𝒘𝒘|𝑿𝑿,𝒚𝒚)  max
𝒘𝒘

𝑝𝑝 𝒚𝒚 𝑿𝑿,𝒘𝒘 𝑝𝑝(𝒘𝒘) (assume 𝒘𝒘 ⊥ 𝑿𝑿)

Minimize the loss function (+regularization)

min
𝒘𝒘

∑𝑀𝑀(𝑓𝑓 𝒙𝒙𝑖𝑖;𝒘𝒘 ,𝑦𝑦𝑖𝑖) or   min
𝒘𝒘

∑𝑀𝑀(𝑓𝑓 𝒙𝒙𝑖𝑖;𝒘𝒘 , 𝑦𝑦𝑖𝑖) + 𝜆𝜆𝜆𝜆(𝒘𝒘)

Minimize the log-loss (a.k.a. cross entropy) (+L1/L2)

Minimize the hinge-loss (+L2)

Minimize the mean squared error (+L1/L2)
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Outline
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Model evaluation, selection, optimization

Regularizor as a prior

Jupyter Usage

Notebook tasks
Task 1: Linear regression

Task 2: Polynominal regression



Statistical Machine Learning (S2 2017) Deck 3

Regulariser as a prior

• Without regularisation model parameters are found 
based entirely on the information contained in the 
training set 𝑿𝑿

• Regularisation essentially means introducing additional 
information

• Recall our probabilistic model 𝒴𝒴 = 𝒙𝒙′𝒘𝒘 + 𝜀𝜀
∗ Here 𝒴𝒴 and 𝜀𝜀 are random variables, where 𝜀𝜀 denotes noise

• Now suppose that 𝒘𝒘 is also a random variable (denoted 
as 𝒲𝒲) with a normal prior distribution

𝒲𝒲~𝒩𝒩 0, 𝜆𝜆2

18



Statistical Machine Learning (S2 2017) Deck 3

Computing posterior using Bayes rule
• The prior is then used to compute the posterior

𝑝𝑝 𝒘𝒘|𝑿𝑿,𝒚𝒚 =
𝑝𝑝 𝒚𝒚|𝑿𝑿,𝒘𝒘 𝑝𝑝 𝒘𝒘

𝑝𝑝 𝒚𝒚|𝑿𝑿

• Instead of maximum likelihood (MLE), take maximum a posteriori
estimate (MAP)

• Apply log trick, so that
log 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = log 𝑙𝑙𝑝𝑝𝑙𝑙𝑝𝑝𝑙𝑙𝑝𝑝𝑙𝑝𝑝𝑝𝑝𝑙𝑙 + log 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − log 𝑚𝑚𝑚𝑚𝑝𝑝𝑚𝑚

• Arrive at the problem of minimising
𝒚𝒚 − 𝑿𝑿𝒘𝒘 2

2 + 𝜆𝜆 𝒘𝒘 2
2

19

posterior
likelihood prior

marginal 
likelihood

this term doesn’t 
affect optimisation
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Keyboard Shortcuts



COPYRIGHT 2017, THE UNIVERSITY OF MELBOURNE

Outline
Review the lecture, background knowledge, etc.
Model evaluation, selection, optimization

Regularizor as a prior

Jupyter Usage

Notebook tasks
Task 1: Linear regression

Task 2: Polynomial regression



COPYRIGHT 2017, THE UNIVERSITY OF MELBOURNE

Linear regression
𝑥𝑥1 → 𝑦𝑦1, 𝑥𝑥2 → 𝑦𝑦2, 𝑥𝑥3 → 𝑦𝑦3, 𝑥𝑥4 → 𝑦𝑦4



1 𝑥𝑥1
1 𝑥𝑥2
1 𝑥𝑥3
1 𝑥𝑥4

𝑤𝑤0
𝑤𝑤1 =

�𝑦𝑦1
�𝑦𝑦2
�𝑦𝑦3
�𝑦𝑦4

Minimize the objective function
1
4
∑𝑖𝑖=14 �𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑖𝑖 2 or  1

4
∑𝑖𝑖=14 �𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑖𝑖 2 + 𝜆𝜆 ∑𝑗𝑗=01 𝑤𝑤𝑗𝑗2

Analytic solution & iterative solution
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Multivariate linear regression (2-D points)
 𝑥𝑥1,1, 𝑥𝑥1,2 → 𝑦𝑦1, 𝑥𝑥2,1, 𝑥𝑥2,2 → 𝑦𝑦2

 𝑥𝑥3,1, 𝑥𝑥3,2 → 𝑦𝑦3, 𝑥𝑥4,1, 𝑥𝑥4,2 → 𝑦𝑦4



1 𝑥𝑥1,1 𝑥𝑥1,2
1 𝑥𝑥2,1 𝑥𝑥2,2
1 𝑥𝑥3,1 𝑥𝑥3,2
1 𝑥𝑥4,1 𝑥𝑥4,2

𝑤𝑤0
𝑤𝑤1
𝑤𝑤2

=

�𝑦𝑦1
�𝑦𝑦2
�𝑦𝑦3
�𝑦𝑦4

Minimize the objective function
1
4
∑𝑖𝑖=14 �𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑖𝑖 2 or  1

4
∑𝑖𝑖=14 �𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑖𝑖 2 + 𝜆𝜆 ∑𝑗𝑗=02 𝑤𝑤𝑗𝑗2

Analytic solution & iterative solution
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Polynomial regression (Quadratic)
𝑥𝑥1 → 𝑦𝑦1, 𝑥𝑥2 → 𝑦𝑦2, 𝑥𝑥3 → 𝑦𝑦3, 𝑥𝑥4 → 𝑦𝑦4



1 𝑥𝑥1 𝑥𝑥12

1 𝑥𝑥2 𝑥𝑥22

1 𝑥𝑥3 𝑥𝑥32

1 𝑥𝑥4 𝑥𝑥42

𝑤𝑤0
𝑤𝑤1
𝑤𝑤2

=

�𝑦𝑦1
�𝑦𝑦2
�𝑦𝑦3
�𝑦𝑦4

Minimize the objective function
1
4
∑𝑖𝑖=14 �𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑖𝑖 2 or  1

4
∑𝑖𝑖=14 �𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑖𝑖 2 + 𝜆𝜆 ∑𝑗𝑗=02 𝑤𝑤𝑗𝑗2

Analytic solution & iterative solution
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